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What's Different About Cloud?

User Expectations

~ Elasticity

~ Self Service

- Pay-as-you-go
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How do They Do 1It?
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Tight coupling across software, hardware, data center

Cost in Cost in ]
Resource Medium DC Very Large DC Ratio

$95 / Mops / month $13 / Mbps / month
$2.20 / GB / month $0.40 / GB / month
=140 servers/admin >1000 servers/admin .
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Enterprise Virtual Private Cloud Reference Model
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Cloud Retail Service How do I Build My Oown?
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How do I Use Someone Else’s?




Architecture Issues in Building and
Using Clouds

= What are good applications
fOF the CIOUd? Labor

(13%)

= How do I get maximum value | neworking
from my infrastructure? N

(5%) Servers

= Can I really trust it? (50%)

= How can I tell what’s goingon @
with my cloud application? W/

Source: Intel internal analysis, 2008 of 3 yr TCO.

= Where are the performance
bottlenecks? How can I
eliminate them?




Enterprise Web 2.0 Apps in The Cloud

Sometimes, its not
about meeting the
legacy requirements
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Active Power Management in the Data Center

——Unmanaged Data Center Power (MW)

Managed Data Center Power (MW)

Business Need:
*Reduce Overall Consumption
«Cap Busy Hour Peak

1 OO% 70% 50%
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Startup Latency —>  1s 30 sec T 2min

Active Active
Workloads Workloads

Sophisticated Workload Placement can lead to much higher efficiency




Telefonica* Green Data Center
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Intel DCM

T

VMware vCenter

-

Performance Monitoring Agent

Experiment

%n 1n T Dynamic Infrastructure Manager

Rate Plan App. #1
(High priority)

Rate Plan App. #2
(Low priority)

“Gold” “Silver”
—> | Clucter [ VMware ESX 4.0 (VMware ESX 4.0 | | | [ VMware ESX 4.0 ] [ VMware ESX 4.0 .
Server #1 Server #2 Server #3 Server #4
“Gold” “Silver”
~— > >

Three management
levels:

e Server Hardware (DCM)

e Group power capping
with priority directive

e Server & group power
monitoring

¢ Virtualization (vCenter)

e Host standby (S5) &
power on

e VM suspend/resume

e VM placement &
migration

e Host & VM load
monitoring

e Application (Perf. Agent)

e Application KPI
monitoring



Trusted Compute Pools

Safer VMM Launch
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Migration within your Resource Pools

File Edit View

History Bookmarks Tools Help
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And, How do you keep track of it all?
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Data Center Management Systems

Management Planning Optimization PN License
Correlationand Reporting, Trending Analyze-Degide-Act 2 Usage Based

Alerting 4 and Forecasting “ ' @ License Cost""

Multinode Filtering and Aggregation

Node Level _ Other Infrastructure Application
F Monitoring InStr;mter‘nt:tlon Monitoring Sources Monitoring Sources
etho _

- NI b
Sampling Rate Monitor Selection

Many Needs for Better Monitoring in the Data Center




The Data Center Bottleneck
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Source: HP TPC-C posted ML platform results  http://www.tpc.org/
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Breaking the Network Bottleneck: Fed-Ex* 10GbE Case Study

Old datacenter: New datacenter:
10x 1GbE cables per server 2x 1GbE (mgmt ), 2x 10GbE (repl 8x 1GbE)

NHM Destination - Native (RHEL53) : Various File Copy Tools (1 stream) NHM Destination : ESX 4.0 GA - 8 VMSs (1vCPU each) : Various File Copy Tools
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NETPERF ~ SCP(SSH) RSYNC (SSH) Ney RSYNC Ney RSYNC BBCP
(HPNSSH)  (HPNSSH)  (HPNSSH+ (HPNSSH +
No Crypto) No Crypto)

0 - -0
NETPERF SCP(SSH) RSYNC SCpP RSYNC SCP RSYNC BBCP
(SSH)  (HPNSSH) (HPNSSH) (HPNSSH (HPNSSH
+No +No
Crypto) Crypto)

Native m Rx TPT - Virtualized = CPU (%Util) - Native CPU (%Util) - Virtualized
[ Rx TPT - MO, —=—CPU (% Utl) - MQ

Using 2 10GbE ports for iSCSI, and 2 for Ethernet, Fed-Ex reduced cost
(~60%) and increased overall bandwidth

But, much complexity in the migration




Breaking the Storage Bottleneck -

Solid State Storage

The Level 3* Content Delivery Network

The Level 3 CDN required an alternative technology solution to provide a higher quality, better performing, lower
cost environment for small-file content provider’s libraries. The Intel SSD platform solved that requirement.

Previous Config: New Config:
Dual-Core Intel® Xeon® Processor Dual-Core Intel® Xeon® Processor
Four SATA HDDs Three SATA HDDs
24 - servers per rack Intel® X25M SATA SSD

24 - servers per rack

The Bottom Line Results

Storage
Transactions Power
per Server Up to 25%
Up to 3x Reduction
Increase

Source: Designing Solid-State Drives (SSDs) into Data Center Solutions, Intel Developer Forum, September 2009



What about higher in the DC Network

10.2.0.2 1.2.0.3
Pod 2

= 100 racks @ 18 servers/rack

cel prOduce 18 prs Of ) * Full L2 reachability
storage and network traffic * Flat routing (Ethernet)

= DC Backbones have never
been designed for this scale
even with oversubscription.

= New Architectures Emerging




Summary

* Cloud Computing # Commodity Computing

= New Technologies and Architectures
Emerging for

“Factory Class Computing”

= What Clouds do today is the tip of the
iceberg.




THANK YOU!




Legal Disclaimer

INFORMATION IN THIS DOCUMENT IS PROVIDED IN CONNECTION WITH INTEL® PRODUCTS. NO
LICENSE, EXPRESS OR IMPLIED, BY ESTOPPEL OR OTHERWISE, TO ANY INTELLECTUAL PROPERTY
RIGHTS IS GRANTED BY THIS DOCUMENT. EXCEPT AS PROVIDED IN INTEL'S TERMS AND
CONDITIONS OF SALE FOR SUCH PRODUCTS, INTEL ASSUMES NO LIABILITY WHATSOEVER, AND
INTEL DISCLAIMS ANY EXPRESS OR IMPLIED WARRANTY, RELATING TO SALE AND/OR USE OF
INTEL® PRODUCTS INCLUDING LIABILITY OR WARRANTIES RELATING TO FITNESS FOR A
PARTICULAR PURPOSE, MERCHANTABILITY, OR INFRINGEMENT OF ANY PATENT, COPYRIGHT OR
OTHER INTELLECTUAL PROPERTY RIGHT. INTEL PRODUCTS ARE NOT INTENDED FOR USE IN
MEDICAL, LIFE SAVING, OR LIFE SUSTAINING APPLICATIONS.

Intel may make changes to specifications and product descriptions at any time, without notice.

All products, dates, and figures specified are preliminary based on current expectations, and are
subject to change without notice.

Intel, processors, chipsets, and desktop boards may contain design defects or errors known as
errata, which may cause the product to deviate from published specifications. Current characterized
errata are available on request.

Tylersburg and other code names featured are used internally within Intel to identify products that
are in development and not yet publicly announced for release. Customers, licensees and other third

parties are not authorized by Intel to use code names in advertising, promotion or marketing of any
product or services and any such use of Intel's internal code names is at the sole risk of the user

Performance tests and ratings are measured using specific computer systems and/or components
and reflect the approximate performance of Intel products as measured by those tests. Any
difference in system hardware or software design or configuration may affect actual performance.

Intel, Intel Inside, Xeon, and the Intel logo are trademarks of Intel Corporation in the United States
and other countries.

*Other names and brands may be claimed as the property of others.
Copyright © 2009 Intel Corporation

Intel® Virtualization Technology requires a computer system with an enabled Intel® processor,
BIOS, virtual machine monitor (VMM) and, for some uses, certain computer system software enabled
for it. Functionality, performance or g




Risk Factors

The above statements and any others in this document that refer to plans and expectations for the third quarter, the year and the
future are forward-looking statements that involve a number of risks and uncertainties. Many factors could affect Intel’s actual
results, and variances from Intel’s current expectations regarding such factors could cause actual results to differ materially from
those expressed in these forward-looking statements. Intel presently considers the following to be the important factors that could
cause actual results to differ materially from the corporation’s expectations. Ongoing uncertainty in global economic conditions pose
a risk to the overall economy as consumers and businesses may defer purchases in response to tighter credit and negative financial
news, which could negatively affect product demand and other related matters. Consequently, demand could be different from
Intel's expectations due to factors including changes in business and economic conditions, including conditions in the credit market
that could affect consumer confidence; customer acceptance of Intel’s and competitors’ products; changes in customer order
patterns including order cancellations; and changes in the level of inventory at customers. Intel operates in intensely competitive
industries that are characterized by a high percentage of costs that are fixed or difficult to reduce in the short term and product
demand that is highly variable and difficult to forecast. Additionally, Intel is in the process of transitioning to its next generation of
products on 32nm process technology, and there could be execution issues associated with these changes, including product defects
and errata along with lower than anticipated manufacturing yields. Revenue and the gross margin percentage are affected by the
timing of new Intel product introductions and the demand for and market acceptance of Intel's products; actions taken by Intel's
competitors, including product offerings and introductions, marketing programs and pricing pressures and Intel’s response to such
actions; and Intel’s ability to respond quickly to technological developments and to incorporate new features into its products. The
gross margin percentage could vary significantly from expectations based on changes in revenue levels; capacity utilization; start-up
costs, including costs associated with the new 32nm process technology; variations in inventory valuation, including variations
related to the tlmlng of quallfylng products for sale; excess or obsolete inventory; product mlx and pricing; manufacturlng yields;
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timing and execution of the manufacturing ramp and associated costs. Expenses, particularly certain marketing and compensation
expenses, as well as restructuring and asset impairment charges, vary depending on the level of demand for Intel's products and
the level of revenue and profits. The current financial stress affecting the banking system and financial markets and the going
concern threats to investment banks and other financial institutions have resulted in a tightening in the credit markets, a reduced
level of liquidity in many financial markets, and heightened volatility in fixed income, credit and equity markets. There could be a
number of follow-on effects from the credit crisis on Intel’s business, including insolvency of key suppliers resulting in product
delays; inability of customers to obtain credit to finance purchases of our products and/or customer insolvencies; counterparty
failures negatively impacting our treasury operations; increased expense or inability to obtain short-term financing of Intel’s
operations from the issuance of commercial paper; and increased impairments from the inability of investee companies to obtain
financing. The majority of our non-marketable equity investment portfolio balance is concentrated in companies in the flash memory
market segment, and declines in this market segment or changes in management’s plans with respect to our investments in this
market segment could result in significant impairment charges, impacting restructuring charges as well as gains/losses on equity
investments and interest and other. Intel's results could be impacted by adverse economic, social, political and
physical/infrastructure conditions in countries where Intel, its customers or its suppliers operate, including military conflict and other
security risks, natural disasters, infrastructure disruptions, health concerns and fluctuations in currency exchange rates. Intel's
results could be affected by adverse effects associated with product defects and errata (deviations from published specifications),
and by litigation or regulatory matters involving intellectual property, stockholder, consumer, antitrust and other issues, such as the
litigation and regulatory matters described in Intel's SEC reports. A detailed discussion of these and other risk factors that could
affect Intel’s results is included in Intel’s SEC filings, including the report on Form 10-Q for the quarter ended June 27, 2009.
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